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ABSTRACT 

The compromise between the stability of a hybrid electric grid (HEG) and the total 

operating cost can be reached by accurately anticipating the future renewable power 

productions. This thesis suggests the use of weather forecasts to establish day-ahead 

operating schedules for a grid that include the operating plan of dispatchable fuel-based 

generators, the charge or discharge of energy storage units, and the energy to exchange 

with the commercial grid if the configuration of the HEG allows it. 

The weather forecasts used as a key factor to establish the optimal plan are subject 

to uncertainty. In order to mitigate this problem, multiple weather forecast scenarios are 

used in the optimization. This thesis alters the optimization model to represent various 

configurations of the HEG and optimizes over a variety of weather forecasts. It then tests 

the operating plans suggested by the model using particular weather scenarios 

representing actual observed weather conditions. Finally, this thesis gives an illustration 

of how to run the optimization model with the rolling horizon method using updates of 

weather forecasts. 
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EXECUTIVE SUMMARY 

Integration of renewable energy sources is hampered by the intermittent nature of these 

sources, which threatens the stability of the electric grid. For instance, wind power and 

the photovoltaic (PV) power production are very dependent on the weather conditions. 

Knowing with acceptable accuracy the future wind speed and the insolation, one can 

predict the future wind power and PV power production. The energy management center 

controlling a hybrid electric grid (HEG) can use those predictions to manage more 

effectively the dispatchable fuel-based generators. 

The thesis provides a mathematical model of a HEG that includes fuel-based 

generators, wind turbines, PV panels, energy storage units, and possible connections to 

the commercial grid. The model uses weather forecasts to establish an optimal day-ahead 

schedule of the HEG; this schedule is robust and cost efficient.  

In order to solve the problem of uncertainty in weather forecasts, we use multiple 

scenarios of weather forecasts. We exercise the model by optimizing over single 

scenarios, over subsets of scenarios simultaneously, over the average of all scenarios and 

over the average of renewable power from all the scenarios. We also alter the model to 

represent different configurations of the HEG, such as the presence or absence of energy 

storage and a possible connection to a commercial grid. We find that the optimal 

operating cost varies considerably with the forecast scenario over which we are 

optimizing. We also find preliminary results indicating that the integration of energy 

storage has a significant effect on the operating cost only for isolated (“island”) HEG 

configurations where the energy stored is used to compensate for small power shortfalls 

that would otherwise be satisfied by small and expensive backup generators. This thesis 

also tests the suggested operating plans generated from different optimization methods 

with particular weather scenarios representing the observed weather.  

Finally, we provide an illustration on how to run the model using a rolling horizon 

technique based on updates of weather forecast to eliminate the effect of initial conditions 

and the end-of-horizon effect and to generate a more robust plan. 
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I. INTRODUCTION 

A variety of economic, strategic, and environmental considerations make 

adoption of renewable energy sources by the Department of Defense (DoD) an extremely 

attractive prospect. However, the intermittent nature of these sources impacts the stability 

of the electric grid and limits their application. This issue is even more serious in small 

electric grids such as those usually installed in forward operating bases (FOBs). This 

issue can be partially overcome by properly planning grid operations. Ideally, an 

operating plan should anticipate any fluctuation in the renewable power output and 

respond accordingly. 

This thesis develops a mathematical model for optimizing generator usage based 

on meteorological forecasts used to predict wind and solar power output. This model can 

be used by an energy manager to determine an operating schedule, or by a planner to 

assess the performance capabilities of a proposed system. The model accounts for 

weather forecast uncertainty by including multiple weather scenarios. Before describing 

our model in detail, we give a brief overview of the current DoD energy portfolio and the 

factors influencing its evolution. 

A. OVERVIEW OF THE ENERGY SITUATION IN THE U.S. 
GOVERNMENT AND DEPARTMENT OF DEFENSE 

The federal government is the largest energy consumer in the United States. In 

2008, federal expenses on electricity and fuel were $24.5 billion [1]. The DoD accounts 

for roughly 80% of this government’s energy consumption [2]. On an annual basis, the 

DoD consumes approximately 125 million barrels of petroleum and 30 million megawatt-

hours (MWh) of electricity, which is enough energy to meet the annual needs of about 13 

million automobiles and 3 million homes, respectively (assuming 30 miles/gallon and 

12,500 miles/year for a typical automobile and 10,000 kilowatt hours (kWh) per year for 

a typical household) [3]. A number of DoD analyses over the last decade have cited the 

military’s traditional energy approach and its fossil fuel dependence in particular as 
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strategic risks, and they have identified renewable energy and energy efficiency 

investments as key risk alleviation measures [3].  

Since the 1970s, successive administrations have focused on the dangers of the 

energy system and its reliance on foreign fossil fuel. Many policies were designed to 

mitigate this dependence, to improve energy security, and to reduce energy costs. Given 

the magnitude of the government’s energy consumption, these policies have been steadily 

aimed at the federal government’s energy use. In January 2007, President Bush signed 

Executive Order 13423 requiring federal agencies to reduce energy intensity by 3% 

annually through 2015 or by 30% by 2015, compared to the 2003 level [4]. Later, in 

2009, in the Executive Order 13514, President Obama specified that 20% of the DoD’s 

energy consumption should come from renewable sources by 2020. The same executive 

order aimed at improving the federal government’s environmental sustainability by 

setting a 28% reduction target for government greenhouse gas emissions by 2020 with an 

estimated energy savings target of $8 billion to $11 billion [5]. 

 

Figure 1.  U.S. Government and DoD energy usage in trillions of British thermal 
units (Btu) in fiscal years 1975–2010 (from [6]) 

As the government’s largest energy consumer, the DoD will play an important 

and decisive role in meeting the goals set by the Bush and Obama administrations. The 

DoD energy system is heavily based on fossil fuel, which increases its vulnerability. 

Additionally, the supply of energy to warfighters at the front lines or in remote settings is 
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extremely costly in terms of monetary value and human losses. The total cost of fuel can 

be as high as $400 per gallon by the time it is delivered to a remote (FOB) in  

Afghanistan [7], and one out of every 50 military fuel resupply convoys in that country 

sustains a fatality or serious injury [8]. Besides the high purchase cost of fuel, supply 

lines are vulnerable because fuel is usually shipped via unsecured areas and narrow straits 

such as the Strait of Hormuz. 

The price volatility of energy adds an extra burden. For instance, Ray Mabus, the 

Secretary of the Navy, has stated that every $1 increase in the price of a barrel of oil 

causes a $31 million increase in the U.S. Navy’s energy costs [9]. In the two-year period 

2009-2011, oil prices ranged from $71/barrel to $117/barrel, resulting in a $1.1 billion 

range in budgeting uncertainty [3]. The problems resulting from high volatility in energy 

prices are not limited to budgeting uncertainties or additional financial burdens; they also 

pose strategic risks to the troops on the front line.  

In order to address the previously-identified issues relevant to the energy usage 

and supply in the DoD, the 2007 National Defense Authorization Act (NDAA) set a goal 

that 25% of all DoD energy consumption should be satisfied by renewable energy [10]. 

To achieve this goal, the DoD encouraged each service branch to establish its own 

strategic energy plan. In the words of Ray Mabus, a new energy plan for the DoD “is not 

a fad” and the reasons for adopting it are “strategic, […] tactical and […] essential to our 

national security” [9]. 

As the largest consumer of liquid fuels, the Air Force fixed a goal of acquiring 

50% of its domestic aviation fuel from domestic synthetic (i.e., non-petroleum) sources 

by 2016 [11]. The Navy, with a daily consumption of 80,000 barrels of oil for the fleet 

and 20,000 MWh of electricity for installations on shore, has planned to sail the “Great 

Green Fleet,” a carrier strike group composed of nuclear ships, hybrid electric ships 

running on biofuels, and aircraft flying on biofuels by 2016, and to make half of its bases 

net-zero energy facilities by 2020 [12].  

The DoD’s energy use is divided into two types: the first type is operational 

energy, which is used by military forces for the accomplishment of their missions. 
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Operational energy comprised 74% of the DoD’s total energy consumption in FY 2010, 

as shown on the left pie chart in Figure 2. The remaining 26% consists of facilities 

energy, which is used at permanent military installations in the United States and abroad. 

From the energy consumption report for 2010, facilities energy cost approximately $4.0 

billion in 2010, and it accounted for 40% of the total greenhouse gases (GHG) created by 

DoD energy use.  

In addition to its environmental detriment, facilities energy has a crucial issue 

related to its strong dependence on a vulnerable and fragile commercial electricity grid. 

For instance, in August 2003, a widespread power outage occurred throughout parts of 

the Northeastern and Midwestern United States and the Canadian province of Ontario. 

An estimated 45 million people in eight U.S. states were affected. Military installations 

heavily dependent on commercial grids can also be affected by similar disruption of 

electricity supply. As stated by Dorothy Robyn, Deputy Under Secretary of Defense for 

Installations and Environment, “DoD’s reliance on a fragile commercial grid places the 

continuity of critical missions at risk” [13]. 

 

Figure 2.  DoD Energy Use in FY 2010 (from [14])  
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B. RENEWABLE ENERGY USAGE WITHIN THE DEPARTMENT OF 
DEFENSE 

1. The Current State of DoD Renewable Energy Production  

Both the environmental impact of a facility’s energy consumption and its 

vulnerability justify special consideration in the new energy plan; thus, the Energy 

Consumption Report for FY 2010 only addresses facilities energy [14]. This report notes 

that the DoD fell short of its goals for energy intensity, renewable energy use, and 

petroleum consumed by non-tactical vehicles. The report also sets priorities to keep up 

with the milestones of 2020 energy goals, including reducing facilities energy demand, 

enhancing energy security, facilitating innovative energy research and development, and 

increasing the use of renewable energy sources (RES). 

The Energy Consumption Report for FY 2010 also notes that the DoD already 

utilizes a variety of renewable sources of energy, including geothermal, solar thermal, 

solar photovoltaic, and wind energy (see Table 1). Renewable energy production is still 

very limited in comparison to the total facilities energy demand, which was around 

211,000 billion British thermal units (BBTU) in 2010, the majority of which (80%) 

consisted of demand for electricity and natural gas. Geothermal energy production is the 

dominant renewable source of energy; in 2010 it provided 74% of the DoD’s total 

renewable energy production of 5,806 BBTU. 
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Table 1.   The DoD’s renewable energy production in FY 2010 (from [14]) 

 
 

2. Wind Power in the DoD  

In comparison with geothermal energy, the DoD’s wind power production is still 

insignificant, despite the fact that wind power is one of the most abundant and promising 

renewable energy resources in terms of its production capacity and cost. New 

technologies have made wind turbines more efficient with a production capacity that can 

reach many megawatts (see Figure 3).  



 7

 

Figure 3.  Evolution of wind turbine dimensions  
and production capacities (from [15])  

Global wind power production reached 282.5 gigawatts (GW) at the end of 2012 

[16], with a cumulative capacity growth of about 19% (see Figure 4). Due to the financial 

crisis that occurred in 2009 and 2010, this is considered by the Global Wind Energy 

Council (GWEC) to be excellent growth.  

Nationwide, the U.S. has abundant and strong wind resources. Potential wind 

energy production capacity is estimated to be 10 times the amount of electricity needed 

for the entire country [17]. By the end of 2012, the U.S. wind fleet had a production 

capacity of 60 GW; this is enough electricity for 15.5 million American homes, or the 

same amount of electricity as 10 nuclear power plants [16]. This 60 GW wind power 

capacity reduces carbon dioxide (CO2) emissions annually by about 100 million metric 

tons. In addition, it conserves over 35 billion gallons of water annually by reducing 

consumption in thermal power plants [16].  
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Figure 4.  Global cumulative installed wind capacity 1996-2012 (from [18]) 

Despite its abundance, wind energy is not significantly contributing to the DoD’s 

energy production. In 2010, wind comprised only 2.2% of total DoD renewable energy 

production; this is despite the fact that many military establishments, especially naval 

bases, are located in areas gifted with strong and abundant wind. 

Initially, the DoD was reluctant to construct wind turbines at military facilities, or 

even in nearby areas, because of suspicions about the risk of interference between wind 

turbines and radar systems [19]. As the only agencies in the United States certified to 

judge that a particular mitigation to radar interference is sufficient, the Federal Aviation 

Administration (FAA), the Department of Homeland Security (DHS), and the 

Department of Defense conducted many studies and tests on various mitigation 

techniques. 

Studies conducted at the National Renewable Energy Laboratory (NREL) [20] 

and the MITRE Corporation [21] presented many techniques for mitigating the impact of 

wind farms on radar systems. These techniques can be divided into modifications of the 

wind farm and modifications of the radar.  

Techniques for modifying the wind farm include: 

 Modification of turbine blades to reduce their radar signature [21] 
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 Transmission of turbine telemetry (angular velocity, phase, and pitch angle) to 
radar processors in order to eliminate turbine radar returns while preserving 
returns from objects of interest [21]. 

 Selection of turbine locations to reduce impact [20]. 

Radar system modifications include modifications of both radar hardware and 

radar software. These modifications include: 

 Adjustment of the look angle and selective use of multiple beams [20]. 

 Shortening of pulses and increase in pulse repetition frequency; and use of 
local oscillators coherent over a turbine blade period [21]. 

Other techniques involve modification of aircraft; one example is the integration 

of transponders in aircraft flying over wind farms in order to provide a direct way to 

distinguish them from hostile aircraft, which fly without transponders. 

The effectiveness of some of these techniques was tested in a number of 

operational field tests such as an FAA test in King Mountain, Texas, home to a 280-

megawatt (MW) wind farm with 214 turbines [22]. In July 2011, the DoD declared that a 

complete study of 217 wind farm projects proposed in 35 states and Puerto Rico found 

that 200 of these projects would have little or no impact on military missions [23]. After 

successful mitigation of the problems associated with radar interference, more and more 

wind farms were erected or are under construction within military facilities.  Some 

notable examples include the 3.32-MW wind generation facility at F. E. Warren Air 

Force Base, Wyoming, the 4.5-MW facility at Otis Air Force Base, Massachusetts, and 

the new 9-MW wind generation project at Naval Station Newport, Rhode Island. 

3. Solar-Generated Electricity (Photovoltaic Power) 

A photovoltaic (PV) array is a set of photovoltaic modules, also known as solar 

panels, that converts solar radiation (sunlight) into usable direct current electricity.  

Historically, a major disadvantage of solar power is its high cost, which explains the 

limited investment in this clean renewable source of energy before 2010 and 2011, as 

shown in Figure 5.  
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Figure 5.  Production costs of various forms of energy (from [24]) 

The cost of solar panels has continually decreased; for instance, in the second 

quarter of 2013, the cost per unit energy produced by solar panels was approximately 

60% less than in early 2011 [25]. Many factors led to this decrease. Among these factors 

were technological and manufacturing developments that allow for the production of 

cheaper and more efficient PV cells. According to the clean technology-focused website 

CleanTechnica.com, economies of scale were responsible for the decrease in installed 

solar panel costs; as more solar panels are manufactured, costs come down. This also 

leads to market maturation and the emergence of new competitors driving down the price 

of solar energy [25]. The impact of this reduction in cost has been striking; in the 12-

month period ending in July 1013, the total solar energy produced in the United States 

was 6,407 gigawatt-hours, double of the amount produced in the same period of time 

ending in July 2012 [26]. Figure 6 illustrates this dramatic increase. 

Solar-generated energy has also been a key focus for the DoD, and many projects 

and evaluation studies have been conducted. After its completion, the Fort Irwin solar 

plant in the Mojave Desert will be the largest renewable energy project in the military’s 

history. The project will cover more than 21 square miles (similar to the size of 

Manhattan), and its initial production capacity will exceed 500 MW, with an additional 

1000-MW expansion possible [28]. The DoD also has many smaller-scale solar arrays 

such as the 14.2-MW photovoltaic solar array at Nellis Air Force Base, and the 6-MW 

photovoltaic solar array at the Air Force Academy. 
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Figure 6.  U. S. Monthly Solar-Generated Electricity (from [27]) 

C. CHALLENGES IN INTEGRATING RENEWABLE ENERGY 

1. Issues Related to Wind and Photovoltaic Energy  

Even though it is widely recommended and cost efficient, renewable energy 

constitutes only a small fraction of the electric grid load. The fraction of the total load 

satisfied by renewable energy, known as the energy penetration, is approximately 5–

15%. This low energy penetration does not result from a limitation in availability, but 

from the intermittent nature of renewable production. Both wind power production and 

PV solar production are unpredictable, and their resulting power output can vary 

considerably within a short time interval (e.g., an hour) in addition to seasonally (e.g., in 

summer vs. winter). 

Wind power production can be very significant if the wind is blowing at a high 

speed, but it can quickly shut down if the wind speed decreases. If the fluctuation of wind 

power production is significant relative to the total load, the grid can be very unstable and 

in some cases blackouts may even occur. On the other hand, electricity is an instant-time 

product: after being generated, as it must be used immediately or it will be lost. This fact 

limits the efficiency of non-controllable renewable energy resources. In addition to being 

highly variable, renewable sources often suffer from a mismatch between peak 

production and peak demand. For example, the average wind speed is typically higher at 

night when the load demand is low [29], and solar output decreases in winter, when more 
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energy is needed for heating buildings. On a day-to-day basis, however, PV solar energy 

can be integrated into the electric grid more efficiently than wind power, because the 

daily peak of insolation, which is also the peak of PV power production, coincides with 

the peak of demand. 

2. Remedies to Renewable Energy Intermittence 

a. Combining Wind and PV Power 

The misalignment between wind energy supply and demand restricts wind 

energy penetration, especially during peak hours. As a remedy to that problem, some 

systems combine wind turbines with photovoltaic cells to smooth out the total renewable 

power output, and make it less volatile. According to a study done by the Reiner Lemoine 

Institut and Solarpraxis AG, solar power and wind power generation complement each 

other more effectively than was previously thought [30]. The study focused on the case 

where solar photovoltaic systems and wind turbines are installed in the same area. This 

configuration can produce twice the amount of electricity in the same area [30]. The loss 

in photovoltaic production caused by the shading produced by the wind turbines was 

estimated to be a mere 1–2% of the nominal production [30]. 

This combined and compact configuration does not require grid expansion 

since these resources generate power at different time intervals and during 

complementary periods. A reduction in the productivity of wind turbines in clear, non-

windy weather can be offset by the photovoltaic system, and vice versa in opposite 

weather conditions. The peak power will not increase considerably, but the penetration 

level to the total grid can be safely increased because the level of energy provided to the 

grid is steadier than that for a hybrid system that uses only wind turbines or photovoltaic 

systems alone [30].  

b. Energy Storage  

Combining both solar photovoltaic systems and wind turbines can be a 

reliable and efficient solution to relieve the intermittence and variability of solar and 

wind energy production. In practice, however, this may not be enough. For example, 
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when the overnight wind power production is very significant relative to the load, not all 

of the wind power produced can be used immediately. In such cases, it is desirable to 

store the surplus power produced. The idea of energy storage (ES) is an old concept that 

has many techniques and methods. The most common energy storage technique is the use 

of batteries that store convertible chemical energy to run electronic devices. Other 

examples of evolving techniques adopted to store energy are flywheels, compressed air 

energy storage (CAES) and pumped-hydro energy storage (PHS), which uses the excess 

of electricity production to pump water to a dam at a higher level and later use the 

gravitational potential energy to run hydraulic generators.  Table 2 presents a comparison 

of CAES, PHS, and flywheels. 

Table 2.   Comparison of some energy storage options (from [31]) 

 Flywheels  Pumped Hydro Compressed Air 

Power density Very Good Very Good Very Good 

Energy density Fair Very Good Very Good 

Life time 20 years 30 years 30 years 

Recharge Time Excellent Variable Fair 

Maintenance cost Moderate High Low  

Environment Benign Adverse effects Benign 

Cost/kW $100 - $300 $1000 $400 

Round trip efficiency 85-90% 70-85% >70% 

 

In its new “Energy Darwinism” report, the investment bank Citi described 

energy storage as “likely to be the next solar boom” [32]. In his analysis of the Citi 

report, Giles Parkinson states that “the main driver of this investment will not be just to 

make renewables cost competitive, because they already are in many markets–but for the 

need to balance supply and demand” [33]. Citi also predicts that, if storage is the next 

solar boom and becomes largely adopted in markets such as Germany, the electricity load 
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curves could change radically disrupting the fuel markets and causing more uncertainty 

for utilities [32]. 

To illustrate the effect of storage in a grid that combines both solar and 

wind power, Giles Parkinson, in his article, “Why the Hot Money Is Chasing Energy 

Storage,” used the profile content in Figure 7 from the Citi report. This article describes 

the evolution of base load generation on sunny days in Germany with high solar 

production, with and without storage. Without storage, the base load—usually provided 

by coal, nuclear, diesel and gas—varies from about 3 to 25 GW within a day. To 

compensate this change in base load, gas generators are widely used because of their 

response time; although gas is expensive and gas-fired generators are being discontinued.  

With storage, the base load is reduced and becomes fairly consistent. The 

flexible gas is no longer needed as before. Storage allows solar to initially shift peak 

demand from gas, then at higher penetration rates to reduce the contribution of base load 

producers (nuclear and coal). 

 

Figure 7.  Effect of energy storage on the generation profile of an HRES  
(from  [32]) 
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Storage represents a good approach to reduce the issue of production 

intermittence and variability, especially in the case of an isolated hybrid electric grid 

(IHEG) also called isolated hybrid renewable energy system (IHRES) or an “island grid,” 

that cannot be connected to a commercial electric grid. In the case of a hybrid electric 

grid (HEG), or hybrid renewable energy system (HRES) where the microgrid can be 

connected to the commercial grid, any excess production can be sold to the grid, and 

during low production periods, electricity can be purchased from the grid. However, an 

extra cost will usually be incurred due to the difference in electricity price, which is 

relatively more expensive when the wind speed is low. 

The integration of power storage in an IHEG and the use of both PV solar 

power and wind power within the same grid offer new possibilities for the efficiency of 

the grid. Nonetheless, the variation of renewable energy production is still large enough 

that is unsafe to rely completely on renewable resources even when they are capable of 

satisfying the peak power demand. An abrupt drop in production cannot be remedied 

immediately by turning on back-up generators, as these require a warm-up period before 

they can contribute power. This delay in response is longer for diesel generators than for 

gasoline generators and gas generators. The ordinary solution that is adopted in an IHEG 

is to keep back-up generators running without any load so that they may be connected to 

the grid as needed. Even if this solution is safe and technically easy to implement, the 

cost incurred is very high both monetarily and in terms of GHG emissions. 

D. THESIS CONTRIBUTIONS AND OUTLINE  

A key component of a HRES is the energy management center (EMC). The role 

of the EMC is to control fuel-based generators and energy storage systems (ESS) 

optimally to meet demand at minimum cost. Thus, the EMC acts as a mediator between a 

facility’s load side, generation side, and energy storage system (see Figure 8).  
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Figure 8.  Scheme of an HEG with centralized energy management and energy 
storage (from [34]) 

This study aims to help the EMC to effectively and economically control the 

elements of the grid by anticipating the variations of the RES power production. Chapter 

II presents a literature review of a variety of approaches and studies conducted in the 

optimization of an EMC that controls HEG. Chapter III describes the mathematical 

formulation designed to address this problem. This model is tested in Chapter IV using 

various grid configurations, weather forecasts and demand scenarios. Finally, Chapter V 

evaluates the results found in Chapter IV and suggests further work and analyses.   
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II. LITERATURE REVIEW AND PROBLEM STATEMENT  

The concept of optimizing an HEG is a recent research topic that emerged after 

new technologies, and the energy market made RES a competitive alternative to 

traditional fuel-based generators. The majority of studies done on HEG management and 

optimization were undertaken since 2006. Many new terms and concepts, such as “unit 

commitment,” “economic dispatch,” and “energy management system,” have been 

recently defined. The common goal of these concepts is the efficient control of electricity 

in terms of stability and operating cost. The unit commitment problem involves the 

scheduling of on/off status of the dispatchable generation units over a daily or weekly 

time horizon, while the economic dispatch problem focuses on the control of the 

generation units committed by the unit commitment problem over shorter time horizons.  

A review of the research done concerning HEG modeling and optimization 

reveals the diversity of approaches deployed and creativity in the representation of 

uncertainties. The analysis of HEG is a broad field with connections over many branches, 

such as meteorology, energy marketing, electrical and power engineering. We focus in 

this literature review on the optimization of the HEG in terms of design and operating 

policy that tangentially combine all the branches cited previously. 

A. LITERATURE REVIEW 

Handschin, Neise, Neumann, and Schutz [35] create a mathematical model of a 

microgrid that includes different dispersed generation units including: gas generators; 

wind turbines; and hydroelectric power. The microgrid modeled is simultaneously 

producing thermal and electrical energy. Their study’s goal is to establish an optimal 

configuration of the grid that would minimize the operating cost. Initially, the study 

considers a deterministic model. Later, it includes uncertainties of renewable energy 

production and uncertainties of electricity and heat demand of customers. The study 

proves the ability of a decomposition algorithm to handle substantial problem elements 

and provide reasonable solutions.  
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Alexiadis, Dokopoulos, Sahsamanoglou, and Manousaridis [36] study many 

approaches for short-term forecasting of wind speed and the related wind power. They 

suggest various models based on artificial intelligence and spatial relations of wind 

speed. For the first model type, it is proven that artificial neural networks provide better 

results than an autoregressive moving average technique. For spatial correlation models, 

the authors suggest a new model, the Spatial Correlation Predictor, which they prove to 

be better than models using cross-correlation curves. The two types of models are tested 

using historic wind data collected over a seven-year period. 

Sobu and Wu [37] make an approach to the optimal scheduling for an IHRES that 

integrates wind turbines and PV solar panels, as well as diesel generators as the stable 

power source and batteries for energy storage. The study uses stochastic scenarios of 

wind speed, solar radiation and power demand. The stochastic scenarios are generated by 

observing data, and analyzing mean-values and standard deviations. The problem is 

formulated as a stochastic minimization of the operation cost that is solved by a modern 

meta-heuristic technique known as particle swarm optimization [38]. This technique has 

been applied before in various combination optimization problems, such as the microgrid 

online control by Hayashi, Miyamoto, Matsuki, Iizuka, and Azuma [39], and unit 

commitment by Ting, Rao, and Loo [40]. The study by Sobu and Wu provides a stable 

operation schedule that includes uncertainties and an economic operation schedule for the 

deterministic model. 

Bansal, Saini, and Khatod [41] use the evolutionary programming technique to 

establish an optimal daily scheduling of a wind-diesel system with battery storage 

facilities. The objective of the model was to maximize the profit from selling excess 

power production to the electricity market. Evolutionary programming is chosen because, 

according to the authors, it “does not require any information about derivatives to 

initialize and it generates population randomly. This makes this technique easy to apply, 

but the random population generation makes it time consuming” [41]. 

Eghbal, Kumar Saha, and Mahmoudi-Kohan [42] create a model for an IHEG that 

uses only geothermal, solar, and diesel generators as sources of electric power. They tried 

to use forecasted and available generation sources, battery storage, and demand response 
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resources optimally to determine the most economic and reliable day-ahead generation 

scheduling for the IHRES. The study uses the comprehensive load economic model 

developed by Aalami, Moghadam, and Yosefi [43] to evaluate the impact of different 

demand response programs (DRPs) on the customer’s load curve. DRPs are programs 

that seek to modify the load curve and shift the demand from peak hours to off-peak 

hours by changing incentives and prices. The study concludes that the “forecasted load 

curve can be modified using DRPs in such a way that load shedding is mitigated and 

battery storage is utilized efficiently” [42].  

Lombardi, Sokolnikova, Suslov, and Styczynski [34] studied the optimal storage 

capacity that allows the minimum operating cost of an IHRES with different 

configurations. The IHRES studied includes four conventional diesel generators, a wind 

farm, and a PV plant. The grid is optimally scheduled by an intelligent EMC that 

schedules the fuel-based generators according to the load demanded. The EMS can also 

control the loads; if the grid is unable to satisfy the total demand, the EMS curtails a part 

of the load. It is shown that the storage becomes profitable if at least 10% of the annual 

electricity is produced by RES. The authors did some sensitivity analysis on the optimal 

storage capacity by varying the fraction of wind power and PV power from the total RES 

production as follows: only wind power, an equal proportion of wind power and PV 

power and only PV power. The optimal energy storage capacities needed were 57 Mwh, 

22.8 Mwh, and 17 Mwh, respectively. The study concludes that the optimal storage 

depends on three factors: amount of energy generated by RES, type of RES technology 

used and the value of lost load used to estimate the costs due to the switch off of the 

loads. 

The studies discussed in this section demonstrate the ability of mathematical 

models to control microgrids efficiently and economically, and even to determine their 

optimal configuration.  The uncertainties were introduced in some studies either to 

represent load variability or RES production intermittence. The main objective of the 

studies was either to minimize operating cost or to maximize efficiency of the microgrid. 

Techniques used to solve the optimization problem were different, such as linear and 
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non-linear deterministic optimization models, stochastic models, evolutionary 

programming, artificial neural networks, and meta-heuristic particle swarm optimization.  

While the studies discussed have accurately represented the HRES or IHRES with 

mathematical models, they did not suggest a reasonable way to eliminate or anticipate the 

uncertainty of production from RES. The operating schedule determines only what 

generator to use at a particular time, but it does not provide a simple and clear instruction 

to the operator about what level or rotation speed to set the controllable generators. This 

thesis aims to address this issue. 

 

 

 



 21

III. PROBLEM FORMULATION 

This thesis formulates an optimization model capable of using weather forecasts 

that predict the near-term output of renewable energy sources to determine optimal 

operating schedules for fuel-based generators. To accomplish this, we mathematically 

formulate how an EMC works. The laws of physics and the technical constraints that 

regulate the electric grid are included in our model. We also address the uncertainties of 

RES production by formulating a scenario-robust optimization model. 

We also exercise this model in a variety of settings. We focus on HRES with 

different configurations:  

 in grid-connected mode or in isolated mode (referred to as an IHRES) 

 where energy storage (henceforth referred to as a “battery” or “batteries”) 
is present or absent 

These various configurations will help to evaluate the importance of each element 

of the HRES separately and see how each element influences the total operating cost. A 

schematic diagram of two of our configurations appears in Figure 9. 

 

Figure 9.  Configuration of an HRES (left) and IHRES (right) with energy storage 
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For an IHRES with ES, the schedule will define: 

 when to turn a particular generator off or on and at what speed 

 when to schedule a charge or discharge of the energy storage and at what 
rate 

For a grid-connected HRES with dispatchable generator, in addition to the 

parameters defined in an IHRES schedule, the connected HRES schedule 

will also define: 

 when and how much energy to buy from the grid  

 and when and how much energy to sell to the grid. 

For this type of scheduling, at least a day-ahead prediction is required. For better 

control of the HEG, the interval between two predictions should be as short as possible. 

For control of generators and batteries a time step of the length of thirty minutes or an 

hour is generally sufficient. However, the most precise interval that we can get from our 

meteorological model is a three-hour interval with an update of predictions every twelve 

hours; thus we interpolate the forecasts at each hour and we assumed that wind will not 

change within a particular hour interval. To mitigate the uncertainties in the weather 

forecast, we will analyze how the operating schedule and the total cost will vary when we 

try to satisfy the microgrid constraints based on multiple weather forecasts.   

A. MODEL COMPOSITION AND TECHNICAL CHARACTERISTICS  

The microgrid modeled in this study is composed of: 

 One PV solar plant  

 Ten wind turbines  

 Three fuel-based generators 

 One battery with characteristics similar to those of a compressed air 
energy storage or pumped-hydroelectric energy storage system.  

1. Wind Turbines 

Wind turbines convert the kinetic energy of the wind into mechanical energy and 

then into electricity. In order to capture the kinetic energy of the moving particles of air, 

the blades of the turbine should face the upcoming wind with an angle β called the angle 

of attack that causes the rotation. The majority of wind turbines have yawing mechanism 
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that will control the entire nacelle to rotate into the wind with an optimal angle β. The 

yawing mechanism can be passive, like a tail vane on smaller wind turbines, or active 

with wind direction sensors and motors that rotate the nacelle. 

For that reason, the direction of wind is not required to compute the power 

generated by the wind turbine. The real power output of a wind turbine is represented by 

the power curve which features three key wind speeds:   

 Cut in wind speed ciV : minimum wind speed required so that the wind 

turbine starts generating power. Typical cut-in wind speeds are between 
3–5 m/s.  

 Rated (nominal) wind speed nV : This is the lowest speed at which the 

wind turbine reaches its rated (nominal) power output. Above this speed 
the rotor is controlled to maintain a constant power to limit loads and 
stresses on the blades. 

 Cut-out wind speed coV : This is the highest wind speed at which the 

turbine will operate. Above this speed it is unsafe to operate the turbine, so 
it is stopped. 

 

Figure 10.  Typical wind turbine power curve with steady wind speed 

As a function of wind speed, the power output of each wind turbine is modeled 

with respect to its typical power curve. The mathematical expression of the wind turbine 
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power output ( )WindP V in kilowatts (kW) is expressed by Equation 1 in terms of the 

nominal power nP  in (kW), the cut-in wind speed ciV , the cut-out wind speed coV , and the 

nominal wind speed nV  [41].  
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2. PV Solar Panels  

A PV solar panel is composed of modules or photovoltaic cells that convert light 

into electric current. The first solar cell was the crystalline silicon solar cell, which was 

invented in 1954. Its efficiency as mass produced is 14–20% [45]. To date, it is still 

widely used because of its competitive cost and long life. It accounts for more than 80% 

of the solar cell market. The CdTe-CdS thin film solar cells came second in the solar cell 

market (15%), with typical efficiency around 10% but cheaper cost [45].  

The instantaneous power output of a PV array depends on the efficiency of the 

solar cells used, amount of insolation received by the cells (which is governed by the 

panel’s latitude, orientation of the panel, sky coverage, etc.), and the internal temperature 

of the cell. The power output of a PV array slightly decreases with its internal 

temperature. In our model we will assume that the power output of a particular PV panel 

depends only on insolation. A sample of a typical insolation is presented in Figure 11. 

However, in the study we used notional insolation forecast to compute the solar power 

generated by the PV panels. 

Chen and Liu [44] expressed the PV power over a given time period, SolarPower , 

in terms of the insolation received during that period Insolation , the standard insolation 

standardInsolation , the derating factor PVf and the PV capacity PVY  as:     
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                (Eq. 2) 

 
The standard insolation standardInsolation  is the standard amount of insolation used to 

evaluate the capacity of a PV module. A simpler and commonly-used equation involving 

only insolation, the total efficiency of the cells used solarEfficiency , and the total area of 

the panels PanelSurface  is:               

                       solarEfficiency PanelSurfaceSolarPower Insolation                   (Eq. 3) 

 

Figure 11.  Sample of daily insolation 

 

Table 3 presents some of the most commercialized PV cells and provides a 

comparison between them in terms of efficiency, cost, and market share. 

Table 3.   Comparison of most commercialized PV cells (from [45]) 

 
Type Efficiency (%) Cost ($/watt  

capacity) 
Market share (%) 

Monocrystalline Si 17-20 3.0 30 
Polycristalline Si 15-18 2.0 40 
Amouphous Si 5-10 1.0 5 
CIGS 11-13 1.5 5 
CdTe-CdS 9-13 1.5 10 
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3. Fuel-based Generators 

Generators using diesel or gas are used as backup generators in case of disruption 

of the grid or as a main electric generator in an isolated grid such as on a forward 

operating base or an island. There are different sizes of generators with power outputs 

ranging from less than one hundred kilowatts to some thousands of kilowatts. A 

particular generator is designed to produce a specific power at a specific voltage and 

frequency. The power generated can be slightly regulated within the output limits by 

changing the rotation speed. This power output ( outputP ) is very nearly proportional to the 

rotations per minute squared ( 2RPM ) within the operating range. The coefficient of 

proportionality is called the production coefficient and it is denoted by ProdCoef : 

           2
outputP ProdCoef RPM                                                                               (Eq. 4) 

Similarly, the fuel consumption ( consumptionFuel ) is proportional to the power output as 

shown in Figure 13 and by consequence proportional to the rotation speed squared: 

          
2

consumption consFuel C RPM            (Eq. 5) 

In this thesis, we choose the production coefficient ProdCoef and the fuel 

consumption coefficient consC  such that the power production and the fuel consumption 

are similar to those of actual generators. 
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Figure 12.  Fuel consumption of a diesel generator as a function of power output 
(from [46]) 

 

We use the squared rotation speed as a decision variable for our model in order to 

control the fuel-based power generation at any time step. This method is representative of 

the real functioning of generators and provides clear directives for the operator. Some 

models, such as that in [47], use a simpler representation of generators by considering 

just two states (On or Off). 

Our model also sets a mandatory warm-up period during which the generator is 

running without contributing to the total power production. This reflects the generator’s 

starting cost and also the time needed to stabilize the power output before coupling it to 

the grid.  
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4. Energy Storage 

An energy storage mechanism is characterized by its efficiency, which is the 

fraction of energy recuperated from the total energy input. It is also characterized by its 

maximum storage capacity and minimum and maximum rates of charge and discharge. 

Gupta, Saini, and Sharma [48] modeled the state of charge kB  at time step k of a battery 

that has a charging and discharging efficiencies c and d  respectively as 

1 ( )discharge
k k charge c

d

P
B B P 

                                                                        (Eq. 6) 

where chargeP  and dischargeP  are respectively the power input for charging and the power 

output while discharging the battery. In this thesis, we consider just one measure of 

efficiency: the round trip efficiency. We choose this value so as to represent a realistic 

storage system. The state of charge of the battery at time step k kB  is represented in terms 

of the initial charge 0B , the round trip efficiency (1- α), and the power used for charging 

and discharging, 
kchargeP and 

kdischargeP , respectively.  

  0 ((1 ) )
k kk charge discharge

k k

B B P P
 



                                                   (Eq. 7) 

5. Weather Forecasts 

Weather forecasts can be generated from two different types of weather models: 

global models and regional models. Global models cover the whole earth and provide 

weather forecasts 1-2 weeks in the future. Regional models cover a limited area, 

generally have a higher horizontal and vertical resolution than global models, and are 

usually run for a few days. Two well-known regional models are the Fifth-Generation 

Penn State/NCAR Mesoscale Model MM5 and its successor the Weather Research and 

Forecasting (WRF) model, which is used for creating weather forecasts and climate 

predictions. The forecasts used in our analysis were provided by the Meteorology 

Department at the Naval Postgraduate School, which used a WRF model.  GFS and WRF 

models are both run operationally by the National Oceanic and Atmospheric 
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Administration. The Naval Research Laboratory in Monterey, CA also provided us with 

forecast data used for development purposes; this data was generated by Global Forecast 

System (GFS), which is a global model. 

Although weather predictions are typically published as a single forecast, this 

forecast is constructed based on a collection of possible forecasts produced as output by a 

weather model. This collection, known as an ensemble of forecasts, is of particular 

interest in planning problems due to the fact that each ensemble member represents a 

plausible future outcome. In many applications, the desire to obtain a robust solution 

necessitates consideration of multiple possible outcomes. For applications in which the 

primary uncertainty is due to weather, such as the one considered in this thesis, an 

ensemble of forecasts represents an ideal means for performing robust optimization. 

Thus, the model developed in this thesis optimizes over an ensemble of forecasts, 

henceforth referred to as forecast scenarios s S . 

B. PROBLEM FORMULATION 

We now present our mathematical model, which determines the optimal schedule 

in which to run fuel-based generators in a hybrid electric grid in order to satisfy energy 

demand while minimizing operating costs. 

 
1. Sets 
 
g G   Fuel-based generators 

w W   Wind turbines 

b B   Batteries 

k K   Time steps  

s S   Weather forecast scenarios 
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2. Scalars and Parameters 
 
 
List of Scalars [Units] 

deltaT  Duration of time step [hours]  

Nmax  Maximum tolerable number of changes in the generator’s speed 
during the planning horizon 

 
List of Parameters 

gProdCoef  Production coefficient of generator g [kW/RPM2] 

gProdCost   Production cost coefficient of generator g [$/kWh] 

2gInitialRPM   Initial squared rpm of generator g [RPM2] 

gInitialContrib   Contribution status of generators at initial step [binary] 

2gMaxRPM   Maximum squared RPM of running the generator g [RPM2] 

2gMinRPM   Minimum speed of running the generator g [RPM2] 

gwarmup    Number of time steps generator g must run before it can 

contribute power  

kDemand     Electricity demand at time step k [kW] 

, ,w k sWindP   Wind power generated by wind turbine w at time step k from 

wind forecast scenario s [kW] 

kPurchaseCost  Cost of purchasing power from the commercial grid at time step 

k [$/kWh] 

kSellingPrice  Revenue from selling power to the commercial grid at time step 

k [$/kWh] 

,k sSolarPower  Power generated by the PV solar panels at time step k from 

insolation forecast scenario s [kW] 

bMaxCharge  Maximum rate of charging battery b [kW] 

bMinCharge   Minimum rate of charging battery b [kW] 

bMaxDischarge   Maximum rate of discharging battery b [kW] 

bMaxCapacity   Maximum storage capacity of battery b [kWh]  
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b     Fraction of power lost while charging battery b (loss factor)  

bInitialStorage   Initial energy stored in battery b [kWh] 

bStorageCost   Cost of storing electricity in battery b [$/kWh] 

 
 

3. Decision Variables  
 

,g kON  Binary Equals 1 if generator g is running at time step k and 0 

otherwise  

,2g kRPM  Continuous (≥0)Squared rotation speed [RPM2] 

,g kCONTRIB  Binary Contribution status of generator g at time step k 

,g kPCONTRIB   Continuous (≥0) Power contributed by generator g at time step k   

[kW] 

kPBUY  Continuous (≥0) Power purchased from the grid at time step k   

[kW] 

kPSELL  Continuous (≥0) Power sold to the grid at time step k [kW] 

, ,b k sPCHARGE  Continuous (≥0) Rate of charging battery b at time step k [kW] 

, ,b k sPDCHARGE  Continuous (≥0) Rate of discharging battery b at time step k 

[kW] , ,b k sCHARGE  Binary Equals 1 if battery b will be charged 

at time step k in scenario s and 0 otherwise 

, ,b k sDCHARGE  Binary Equals 1 if battery b will be discharged at time step k in 

scenario s and 0 otherwise 

,g kCHANGE  Binary Equals 1 if there is a change in generator g’s speed at step 

k and 0 otherwise 

4. Objective Function 

The ultimate goal of the optimization model is to minimize the operating cost of 

the hybrid electric grid for the next 24 hours. The total cost includes the production cost 

by fuel-based generators, the total cost of power purchased from the commercial grid, the 
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total cost of storing energy in the batteries. From the sum of all the previously mentioned 

costs we subtract the revenue from selling energy to the grid.  

 

 

  

                                                                                                                           

                                                                                                                                    (Eq. 8) 

  

5. Constraints 

The constraints are used to make our mathematical model coherent with physics 

laws and representative of energy system operations: 
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, , 2           ,  g k g g g kPCONTRIB MaxRPM ProdCoef CONTRIB k K g G            (Eq. 10) 
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, , 2                                        ,  g k g g kPCONTRIB ProdCoef RPM k K g G           (Eq. 12) 

 

, ,                                                     , , : g k g k gCONTRIB ON g k k k warmup k k             (Eq. 13)  

 

,                                                        , : gg k gCON InitialCTRIB g k kontrib warmup        (Eq. 14) 
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, ,s , ,s( ) 0

                                                                                             , ,  
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   
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
       (Eq. 16) 

 

, ,s , ,                           , ,  b k b b k sPCHARGE MaxCharge CHARGE b B k K s S             (Eq. 17) 

 

, ,s , ,                            , ,  b k b b k sPCHARGE MinCharge CHARGE b B k K s S             (Eq. 18) 

 

, , , ,               , , b k s b b k sPDCHARGE MaxDischarge DCHARGE b B k K s S           (Eq. 19)  

 

, , , , 1                                              , ,  b k s b k sCHARGE DCHARGE b B k K s S           (Eq. 20) 

 

, , , -1

1
( ) [ 2 2 ]             ,  

2g k g k g k
g

CHANGE RMP RMP g G k K
MaxRPM

             (Eq. 21) 

, , 1 ,

1
( ) [ 2 2 ]            , 

2g k g k g k
g

CHANGE RMP RMP g G k K
MaxRPM              (Eq. 22) 

,                                                                       g k
k

CHANGE Nmax g G            (Eq. 23) 

, ,2 2                                             ,  g k g g kRPM MaxRPM ON g G k K              (Eq. 24) 

 

, ,2 2                                              ,  g k g g kRPM MinRPM ON g G k K              (Eq. 25) 

 
 ,  0,1                                                                          ,  g kON g G k K             (Eq. 26) 

 
 , 0,1                                                                 ,  g kCONTRIB g G k K             (Eq. 27) 

 
 , ,  0,1                                                               , ,  b k sCHARGE b B k K s S              (Eq. 28) 

 
 , ,  0,1                                                            , ,  b k sDCHARGE b B k K s S              (Eq. 29) 

 
 , 0,1                                                                 ,  g kCHANGE g G k K             (Eq. 30) 

 

,2 0                                                                            ,  g kRPM g G k K            (Eq. 31) 

 

, 0                                                                       ,  g kPCONTRIB k K g G             (Eq. 32) 

 

, ,s 0                                                                   , ,  b kPCHARGE b B k K s S              (Eq. 33) 
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, , 0                                                               , ,  b k sPDCHARGE b B k K s S              (Eq. 34) 

 
0                                                                                  kPBUY k K            (Eq. 35) 

 
0                                                                                kPSELL k K            (Eq. 36) 

 
 Equation 9 ensures that power production is high enough to satisfy demand at 

each time step k while accounting for power bought from or sold to the 

commercial grid as well as power used to charge the battery. , ,w k sWindP  is 

computed using Equation 1 and ,k sSolarPower  is computed using Equation 3. 

Note that the electricity purchased and sold do not vary by scenario. This can 

reflect, for instance, a contractual obligation to purchase or provide a certain 

planned amount of electricity. Future research may allow the electricity bought 

and sold to vary by scenario. 

 Equations 10, 11 and 12 are used to model the power contributed by generator g 

at time step k. The power contibuted was initially defined as: 

     , , ,2          ,  g k g g k g kPCONTRIB ProdCoef RPM CONTRIB g G k K         (Eq. 37) 

However, Equation 37 is nonlinear because we multiply ,2g kRPM by ,g kCONTRIB . In 

order to keep the model linear, we linearized this nonlinear equation using 

equations 10, 11 and 12. 

 Equations 13 and 14 ensure that generator g does not contribute to power 

production at time step k unless it has been running sufficiently long or was 

contributing in its initial condition and has remained running since then. 

 Equation 15 keeps track of the quantity of energy stored in every battery and 

forces it to be always less than the maximum storage capacity of the battery. 

 Equation 16 ensures that the battery storage will not go below zero. 

 Equations 17 and 18 enforce the maximum and the minimum rate of charging 

each battery.  
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 Equation 19 limits the maximum rate of discharging a battery.  

 Equation 20 is used to ensure that we can not charge and discharge a battery b at 

the same time step k. This constraint was included in order to eliminate unrealistic 

behavior in problem instances with multiple optimal solutions. 

 Equations 21, 22 and 23 calculate the number of changes in rotation speed for 

each generator and limit this number at most Nmax. This constraint is included to 

reflect real operational considerations. 

 Equations 24 and 25 define respectively the maximum and the minimum values of 

the rotation speed squared (RPM2) for each generator. 

 Equtions 26-36 declare variable types. 

Note that in order to model an isolated IHEG one may simply set kPBUY and kPSELL to 

zero for all k.  
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IV. ANALYSIS OF RESULTS 

In this chapter, we test the model formulated by optimizing various configurations 

of the HEG. The technical characteristics of the components of the model studied are 

represented in the first part of this chapter. We discuss and represent some optimal plans 

generated from the optimization model in order to justify the steps proposed by the 

solver.  

We implemented our model using the General Algebraic Modeling System 

(GAMS) rev. 236 and solved it using CPLEX 12.2.0.2 on a Dell Latitude E6510 PC with 

a 2.53 GHz Intel Core i5 CPU and 4 GB of RAM. We will discuss the details of our 

problem instances in the following sections; however, our instances contained 

approximately 5,300 decision variables, of which approximately 1,400 were discrete, and 

4,800 constraints. Typical solution times were 5-60 seconds. 

A. MODEL INPUTS 

1. Generators 

We consider an HEG configuration with 3 different generators as shown in Table 

4. Generator Gen1 can be considered as a diesel generator that has a high power 

production capability with a relatively inexpensive cost but a relatively long warm-up 

period. 

Generator Gen2 has a shorter warm-up period, but it is slightly more expensive to 

run it than Gen1. Gen2 can be considered as a gas generator with a high production 

capacity ranging from 360 to 640 kW. Similarly, Generator Gen3 can be regarded as a 

smaller gas generator with a production capacity ranging from 250 to 360 kW. 

Usually, when the electric grid does not include renewable sources, the diesel 

generator is used permanently to provide the base load while gas generators are used to 

compensate for variations in the load. 
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Table 4.   Parameter input of the fuel-based generators modeled 

g 
ProdCoefg 

(kW/RPM2) 

gProdCost

 ($/kWh) 

2gMinRPM

 

2gMaxRPM

 

Min 
Power 
(kW) 

Max 
Power 
(kW) 

gwarmup

(hr) 

Gen1 0.001 0.1 490000 640000 490 640 1 

Gen2 0.001 0.12 360000 640000 360 640 0.5 

Gen3 0.001 0.14 250000 360000 250 360 0.5 

2. Turbines 

We model two different types of wind turbines. Turbines 1 through 5 represent 

medium production scale turbines that are located in location A. Turbines 6 through 10 

represent bigger wind turbines with a nominal production of 270 kW. The detailed 

characteristics of the turbines are presented in Table 5. 

Table 5.   Technical characteristics of the wind turbines modeled 

 
Cut-in speed 

Vci (m/s) 

Nominal 
speed Vn 

(m/s) 

Cut out 
speed Vco 

(m/s) 
Location 

Nominal 
power 

Pn (kW) 
Turbines 
1,2,...,5 

3 12 15 A 86.4 

Turbines 
6,7,…,10 

4 15 18 B 270 

3. Batteries 

The model can include different types of storage techniques. For simplicity we 

consider only a single type of storage. Its characteristics appear in Table 6. 

Table 6.   Technical characteristics of the battery 

 

Max Charge / 
Discharge 

Rates (kW) 

Max Capacity 
(kWh) 

Loss 
Factor α 

Initial charge  
(kWh) 

Cost ($/kWh)

Battery 300 / 200 300 0.2 0 0.02 
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4. Commercial Grid 

Military bases, even those located on foreign territory, can be connected to the 

commercial electric grid. In FOBs, the local price of electricity and the characteristics of 

the grid in terms of stability and invulnerability, in addition to other local factors, will 

define the fraction of power purchased from the grid. The EMC modeled can allow the 

HEG to be connected to the commercial grid either as an additional power supply source 

or as a customer that will purchase any excess power produced.  Selling renewable 

energy to the grid is a new technique applied in many countries like the United Kingdom. 

In order to sell back power to the grid, the HEG should have net-metering systems that 

keep track of how much energy is used from the grid and how much self-generated power 

supplied to the commercial grid [49].  

In general both selling and buying prices vary according to the electricity market, 

as shown in Figure 13. The electricity prices used in the analysis are notional; however 

their magnitudes are very close to the real prices in the U.S. electricity market. The 

average U.S. retail price of electricity in 2011 was about 0.12$/kWh [50]. 

 

Figure 13.  Variation of the market price of electricity ($/kWh) during a day period 
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5. Weather Forecast 

a. Wind Forecast 

The utility of the HEG operating plan generated by the model is mainly 

determined by the accuracy the weather forecast. For this analysis, we use weather 

forecast data provided by the Meteorology Department at the Naval Postgraduate School. 

These forecasts predict the wind speed at two different locations (A and B) near Naval 

Station Newport in Newport, RI, where a 9-MW wind farm is under implementation. 

Those two locations are presented in Figure 14. 

 

Figure 14.  Geographic location of the two profile sites  

Figures 15 and 16 represent a sample of wind speed forecasts in the two 

locations starting on November 1, 2008, at midnight. Each line represents the forecasted 

wind speed produced by a particular ensemble member (scenario), which we denote as 

S1, …,S10. The results show that during the first 5 to 6 hours, the predictions are very 

similar among all models. After that, the predictions diverge into two clusters: the first is 

composed of 6 models (S2, S3, S4, S6, S8 and S10) and the second of 4 models (S1, S5, 

S7, S9).  The first cluster has more conservative predictions of the wind speed than the 

second. This behavior is typical and reflects the uncertainty inherent in weather 

predictions, as well as the fact that this uncertainty grows with time. 
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Figure 15.  Different wind speed predictions at location A on 12/01/2008 

 

Figure 16.  Different wind speed predictions at location B on 12/01/2008 

b. Insolation Forecast 

The WRF model discussed previously provides much information such 

that humidity and temperature that can be used to predict the formation of clouds and 

after that predict the insolation. The process is challenging for a non-meteorology 

specialist. Thus, the insolation forecasts used in our analysis are notional. 

6. The Load 

The thesis does not study the electric load or how to predict it. However, we 

conducted a preliminary analysis of a 5-year history of load data from the Defense 
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Language Institute Foreign Language Center (DLIFLC) in Monterey, California, and the 

Presidio of Monterey. Figures 17 and 18 present the variation of the daily load during the 

months of August and January, respectively. The historic load presents some consistent 

behavior that is slightly affected by the month of the year but very different between 

weekdays and weekends. The absence of strong correlation between load and month of 

the year can be explained by the moderate weather of Monterey, which does not require 

excessive heating or air-conditioning. The consistency of the load during the week can be 

explained by the consistency of the schedule of activities in the DLIFLC. 

This can give more credibility and reliability to the results provided by the 

optimization model, even though it does not account for the variability of the load. To 

test the optimization model, a single load was used on August 8, 2008. 

 

Figure 17.  Daily electric load at DLIFLC during August 2012 
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Figure 18.  Daily electric load in kW at DLIFLC during January 2013 

B. RESULTS FOR ISOLATED  

In this section, we consider an IHEG with various configurations. First, we 

quantify the gain from integrating RES in our grid by running the model with and without 

energy storage. Next, we study the optimal schedule for the IHEG provided by different 

optimization methods. We analyze the optimal plan over weather forecast scenario S1, 

then over different scenarios, over a subset of scenarios simultaneously, over the average 

of scenario forecasts and finally over the average of renewable energy generated by all 

the scenarios. 

1. Grid with Fuel-based Generators Only 

a. Grid without Energy Storage    

If we try to satisfy the daily demand using only the fuel-based generators, 

the total cost will be $3,069.46. The optimization model will simply choose to run at full 

speed the diesel-fueled generator that has the cheapest cost and provide the extra power 

needed using the other two gas generators. 
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b. Grid with Energy Storage 

If we add the possibility of storing energy, the cost will slightly decrease 

and become $3,056.94 instead of $3,069.46. The quantity of energy stored is very 

limited. The power is stored when the amount of energy that we need from the gas 

generator (Gen2) is less than the minimum power production of that generator, which is 

360 kW for this particular configuration. For the same reason, the model does not allow 

the use of the diesel generator (Gen1) at its maximum power in the last 6 hours. The 

optimal composition of the power supply and demand are presented in Figures 19 and 20, 

respectively. 

 

Figure 19.  Composition of the total power generated for an isolated grid with energy 
storage but without RES 
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Figure 20.  Composition of the total power demanded for an isolated grid with energy 
storage but without RES 

From this simple configuration, we can notice the end-of-horizon effects: the 

optimization model tries to use up all the energy stored during the optimization period 

and does not account for the load of the following day by storing some energy. We will 

discuss a potential remedy for end-of-horizon effects in Section F. 

2. Optimization of an IHEG over Forecast Scenario S1 

In this part, we include both wind turbines and PV panels in the model. Initially, 

we will optimize the operating schedule over just one weather forecast scenario, S1.  

a. IHEG without Storage 

The wind speed used in the model is forecasted to increase around noon, 

which coincides nicely with the peak demand. Similarly, the PV power production peaks 

at the same time as the load.  

The minimum total operating cost for the IHEG configuration without 

energy storage using scenario S1 $1,809.81. The integration of both wind and solar 

power helped to decrease the cost by 41%; however, this figure assumes that forecast 

scenario S1 is actually realized.  

Although we assume that both the diesel generator (Gen1) and the high 

production gas generator (Gen2) are initially running, the optimal schedule requires that 
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we turn off Gen2 and adjust Gen1 according to the variation of the load and the wind 

power during the first two hours. Later, when Gen1 and the wind turbines can no longer 

satisfy the load, the model chooses to turn on the smaller gas generator Gen3 when the 

deficit is less than the minimum power production of Gen2 and to use Gen2 otherwise. 

Note that during the peak load only Gen1 is used, and it is not even used at 

its maximum capacity. This is because the peak load coincides with the peak of 

renewable energy production. 

 

 

Figure 21.  Optimal composition of the power supplied to the IHEG without ES when 
optimizing over weather forecast scenario S1 

b. IHEG with Storage 

Including storage has a clearer effect in this configuration. The total 

operating cost has decreased by about 9% ($1,645.86 with storage vs. $1,809.81 without 

storage). In addition to the reduction in the operating cost, the small gas generator Gen3 

is not used at all during the optimization horizon considered. The small shortfalls in 

power that were previously satisfied by Gen2 are now satisfied by discharging the 

battery.    
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Figure 22.  Optimal composition of the power supplied to the IHEG with ES 

 

Figure 23.  Composition of the load for the IHEG with ES 

3. Optimization over Different Forecast Scenarios  

All weather forecasts have some error of prediction, which can greatly influence 

the quality of the operating plan and threaten the stability of the grid. To minimize the 

risk that can result from using an inaccurate weather forecast, we suggest optimizing over 

multiple scenarios at the same time. Before optimizing over multiple scenarios, however, 

we analyze how the optimal schedule and the operating cost will change from one 

scenario to another.  Figures 24 and 25 present respectively the wind power and the solar 

power production resulting from the 10 different weather scenarios. The wind power 
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output has a behavior similar to the wind speed forecasted but not totally identical 

because the wind power is not exactly proportional to the wind speed. Rather, it is 

proportional to the wind speed cubed, and it also exhibits saturation effects. 

 

Figure 24.  Potential wind power generated from the 10 different weather forecast 
scenarios 

 

Figure 25.  Potential PV power generated from the 10 different weather forecast 
scenarios 

The different optimal operating costs with respect to each of the 10 scenarios with 

and without energy storage are represented in Table 7. The costs range between $597.63 

to $2,007.71 depending on the forecast scenario used. 

The average over the 10 scenarios of the contribution of energy storage is 

$160.92. This direct gain can favor the integration of energy storage in IHEG, however, 

further analysis is required to confirm this finding. The analysis should account for the 

construction and maintenance costs of the energy storage technique being considered. In 
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the case of a FOB, where the stability of the grid is crucial for the continuity of 

operations and the success of missions, the analysis should account for the importance of 

energy storage to attain an acceptable level of grid stability. 

Table 7.   Results of optimizing an IHEG over different weather scenarios 

 With storage Without storage 

Minimum cost ($) Time to solve (s) Minimum cost ($) Time to solve (s) 

Scenario 1 1,651.22 6.9 1,809.81 8.8 

Scenario 2 2,004.96 7.01 2,129.06 977 

Scenario 3 1,840.46 7.2 1,942.74 17.06 

Scenario 4 2,007.71 9.02 2,122.75 22.59 

Scenario 5 1,820.74 7.4 1,955.31 20.4 

Scenario 6 997.01 8.4 1,279.68 16.9 

Scenario 7 1,196.74 7.9 1,311.32 7.3 

Scenario 8 757.8 6.7 1,051.21 6.5 

Scenario 9 1,832.88 7.14 1,970.94 14.6 

Scenario 10 597.63 6.7 724.09 6.2 

 

The time needed to solve the optimization problem using GAMS with a relative 

optimality gap of 1% is short, ranging from 6.2 to 34.5 seconds, except for scenario 2 

without storage, which took 17 minutes, 6 seconds to be solved. In general, the solver 

needs more time when the IHEG does not have energy storage. 

Finally, in order to compensate for the forecast error, we optimize over multiple 

scenarios. This solution will make it more costly to satisfy the load since it includes 

additional constraints relative to optimizing over a single scenario. However, because all 

scenarios represent plausible future outcomes, the resulting plan should perform better in 

reality than a plan resulting from optimization over a single scenario. The results of 

optimizing over all the 10 scenarios and over 5 scenarios, for example the 5 odd-

numbered, and the 5 even-numbered scenarios, are summarized in Table 8. Note that 

although we only consider operating costs in this table, we will consider satisfaction of 

demand in Section IV.E. 
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Table 8.   Results of optimizing over multiple weather forecast scenarios 
simultaneously 

 With storage Without storage 

Minimum cost ($) Time to solve (s) Minimum cost ($) Time to solve (s) 

All scenarios 2,059.85 16.32 2246 29.05 

Scen. 1,3,5,7,9 1,943.06 10.4 2,183.4 7.9 

Scen. 2,4,6,8,10 2,052.73 14.08 2,200.15 34.5 

 

As expected, the minimum operating cost by optimizing simultaneously over 

multiple scenarios is at least equal to the most costly forecast scenario. In this case, the 

solution of optimizing over all the 10 scenarios simultaneously is slightly more expensive 

than the solution of optimizing over just 5 scenarios. Note that when optimizing 

simultaneously over multiple scenarios, the storage continues to play a role in reducing 

the operating cost. 

4. Optimizing over the Average of all Weather Forecast Scenarios 

Although our problem instances solve very quickly, computation time may be a 

consideration in more complex instances. For this reason, one might consider aggregating 

forecast scenarios in some way. One method of aggregation would involve weighing each 

scenario according to some notion of its accuracy and then optimizing over the weighted 

average of all the scenarios. This is somewhat similar to optimizing over the standard 

published (deterministic) forecast. Additionally, because the wind power produced is a 

nonlinear function of the wind speed, it is reasonable to consider optimizing over the 

average wind power produced rather than the average wind speed. We now perform 

computational experiments using both approaches. For simplicity, we weigh the 10 

scenarios equally. 
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a. IHEG with Energy Storage 

When optimizing the operating schedule of the IHEG with energy storage 

over the average of weather forecasts of the 10 scenarios, the minimum operating cost 

will be $1,514.51. This cost is slightly greater than the average of the operating cost for 

the 10 scenarios which is $1,469.06.  

The suggested optimal schedule is not intuitive. In fact, the EMC has to 

turn off all the fuel-based generators temporarily during the hours of peak load. The 

demand will be fully satisfied by the renewable resources and the energy stored in the 

batteries. The solver chooses to turn off the diesel generator Gen1 during step 23, because 

the battery was almost full (240kWh/300kWh) by that time and discharging it will allow 

the grid to store energy again at time step 25 and dispatch the power to compensate the 

small deficit in the period between time step 28 and 35. According to what we have seen 

so far, the real advantage of using energy storage, in addition to the gain in cost, is that 

the smaller gas generator Gen3 was not required with the energy storage. The small 

deficit in power, which is usually supplied by Gen3, is now provided by the battery. Even 

with the loss due to storage and with the additional cost of storage, the power produced 

by the battery is more economical then the power provided by Gen3.    

 
 

Figure 26.  Optimal composition of the power supplied to the IHEG with ES when 
optimizing over the average of forecast scenarios 
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Figure 27.  Optimal composition of the load in the IHEG with ES when optimizing 
over the average of forecast scenarios 

b. IHEG without Energy Storage 

The elimination of energy storage causes a $121.54 increase in the 

operating cost. The model attempts to accurately track the power demand by switching 

from the diesel generator Gen1 to the gas generator Gen2 and then to Gen3. 

 

 
 

Figure 28.  Optimal composition of the power supplied to an IHEG without ES when 
optimizing over the average of forecast scenarios 
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5. Optimizing over the Average of Power Output from Different 
Scenarios 

We now consider all 10 scenarios to compute the corresponding potential 

renewable power productions. Yet, in the optimization, we optimize only over their 

average.   

a. IHEG without Energy Storage  

The minimum operating cost of the IHEG with no storage is $1,548.96. 

The optimal schedule uses all of the three generators, but not simultaneously. When the 

renewable production is low, the EMC should combine the diesel generator Gen1 with 

one of the two gas generators. During some periods of the peak load, the whole demand 

is satisfied by the renewable sources only. 

 

Figure 29.  Optimal composition of the power supplied to the IHEG without ES when 
optimizing over the average of the renewable power output 

b. IHEG with Energy Storage 

Including energy storage in the model saved $115 from the operating cost. 

The most impressive observation about this plan is that during some time steps, the peak 

load was totally supplied without using any fuel-based generator.  
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Figure 30.  Optimal composition of the power supplied to the IHEG with ES when 
optimizing over the average of renewable power productions 

 

 

Figure 31.  Optimal composition of the load in the IHEG with ES when optimizing 
over the average of renewable power productions 
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C. RESULTS OF THE CONNECTED CONFIGURATION OF THE HEG 

In this part, we assume that the HEG can be connected to the commercial grid and 

that it is possible to sell back energy.  

1. Analysis of the Optimization over Weather Forecast Scenario S1 

The composition of the total supplied energy and the total load that result from 

solving the optimization problem with respect to weather forecast scenario S1 are 

presented in Figures 32 and 33, respectively. The optimal operating cost for the 

configuration with energy storage was $1,599.05.  

When both renewable sources and the diesel generator Gen1 become unable to 

satisfy the demand, the shortage in power is supplied either from the gas generator Gen2 

or by the commercial grid when the deficit is less than the minimum possible power 

production of Gen2.  

 

Figure 32.  Optimal composition of the power supplied to the HEG with ES when 
optimizing over weather forecast scenario S1 
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Figure 33.  Optimal composition of the total load of the HEG with ES when 
optimizing over weather forecast scenario S1 

Note that during the peak load, the optimal schedule suggests selling back energy 

to the grid while keeping the diesel generator running at its maximum speed. This can be 

explained by noting that the selling price of electricity is high at the same time the 

renewable energy production is at its maximum level. Under these conditions, it becomes 

profitable to produce energy with the diesel generator to satisfy the load and sell the 

excess production. 

2. Comparison of the Optimizations over Different Scenarios  

Similarly to the IHEG configuration, the minimum operating cost varies 

considerably depending on the weather forecast scenario used (see Table 9). The 

minimum operating cost ranges between $142.15 and $1,943.87.  
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Table 9.   Results of the connected HEG optimization over different weather 
scenarios 

 
With storage Without storage 

Operating Cost ($) Solve time (s) Operating Cost ($) Solve time (s) 

Scenario 1 1,599.05 6.4 1,602.62 6.8 

Scenario 2 1,943.87 7.1 1,947.29 6.8 

Scenario 3 1,790.28 6.4 1,803.97 7.4 

Scenario 4 1,952.95 6.4 1,952.95 7.2 

Scenario 5 1,762.72 6.2 1,782.84 6.2 

Scenario 6 901.66 6.9 901.76 7.2 

Scenario 7 1,027.89 6.8 1,027.89 6.7 

Scenario 8 582.13 6.4 582.63 6.6 

Scenario 9 1,782.47 7.5 1,783.49 7.1 

Scenario 10 142.15 6.6 142.15 6.63 

 

The main takeaway from this analysis is the degradation of the contribution of the 

energy storage: unlike the isolated configuration, the energy storage did not help to 

reduce significantly the total operating cost. The 2 ₵/kwh storage cost in addition to the 

20% loss factor of storage made storing power generated from the fuel generator less 

profitable in the presence of a commercial grid to which we can sell the leftover 

production or from which we can buy the power needed. 

The solving process for all of the 10 scenarios separately takes a short time to find 

an optimal schedule. The average solve time was 6.67 seconds. 
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3. Optimization over Multiple Scenarios Simultaneously 

Table 10 presents the results from optimizing over multiple weather forecast 

scenarios. The minimum operating cost becomes less variable and tends toward the cost 

of the most restrictive plan, which optimizes over all the 10 scenarios. The influence of 

the storage is still insignificant and the solve time is still short. 

Table 10.   Results of the optimization of a connected HEG over different subsets of 
weather forecast scenarios  

 

4. Optimization of a Connected HEG over the Average of Weather 
Forecasts 

The cost of optimizing the connected HEG over the average of weather forecasts 

is $1,428.59 with energy storage and $1,429.59 without. The operating plan is very 

similar to the optimal plan of the optimization over scenario S1.  

 
With storage Without storage 

Operating cost ($) Time to solve (s) Operating cost ($) Time to solve (s) 

Scen. 1,2,3 1,939.07 9.4 1,995.46 6.9 

Scen. 8,9,10 1,780.52 8.8 1,783.49 7.4 

Scen. 4,5,6,7 1,939.24 8.6 1,953.31 6.7 

All Scenarios 1,990.39 14.5 2,089.8 7.4 
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Figure 34.  Optimal composition of the power supplied to the HEG with ES when 
optimizing over the average weather forecasts  

 

Figure 35.  Optimal composition of the total load of the HEG with ES when 
optimizing over the average weather forecasts 

5. Optimization of a Connected HEG over the Average Renewable 
Power Production 

The minimum cost found after optimizing the connected HEG over the average of 

the renewable power production is $1,326.48 and it is 23% cheaper than when optimizing 

over the average weather forecasts. The integration of energy storage to the model did not 

have any influence on the cost or the operating plan.  
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Figure 36.  Optimal composition of the power supplied to the HEG with ES when 
optimizing over the average of the renewable energy productions  

 

Figure 37.  Optimal composition of the total load of the HEG with ES when 
optimizing over the average of the renewable energy productions  

D. RESULTS SUMMARY 

We now provide a summary of the total operating cost for both isolated and 

connected mode that result from various optimizations. 

1. Comparison of the Wind Power Productions 

Since the wind power is not strictly proportional to the wind speed, the average of 

wind power productions from the forecast scenarios is different from the wind power 

generated from the average of the wind forecasts. Figure 38 presents a comparison of the 
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different wind power generated from different scenarios, from the average of forecast 

scenarios in addition to the average power over all scenarios. 

 

Figure 38.  Wind power by scenario forecast vs. the wind power generated by the 
average wind over all scenarios (avg input) and the average wind power 

from all the scenarios (avg output) 

2. Results of the IHEG Optimization 

 

Figure 39.  Minimum operating costs when optimizing the IHEG  
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3. Results of the Connected HEG Optimization 

 

Figure 40.  Minimum operating costs when optimizing the connected HEG 

E. TEST OF THE OPERATING PLANS  

It is unsafe to focus on operating cost as the only criterion when the EMC wants 

to decide which optimal plan to adopt. The optimization that leads to the cheapest cost 

had probably used a very optimistic and usually less probable data. In addition to the 

cost, we need to check which of the optimizations provide the most robust plan. 

To check the effectiveness of the optimal schedule suggested by the optimization 

model, we need, first of all, to find the real weather parameters observed at the location 

of interest and during the same time window of the plan. Then, we have to use the 

weather data to evaluate the real renewable power generated. After that, we can add the 

renewable power production to the fuel-based power generated when the optimal 

schedule is executed. The robustness of the plan is defined by how well the real total 

production, when the plan is executed, meets the demand. 

1. Detailed Test with Scenario S1 

Airports maintain detailed histories of wind observations; however, this data is 

inappropriate for our analysis. Wind observations are typically taken at ground level and 

are not representative of conditions at higher altitudes, such as the 80m level at most 
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wind turbines operate and which our forecast data occurred. Thus, we assume that our 

weather scenarios represent all possible future outcomes; in other words, the actual wind 

speed may correspond to any of the scenarios S1-S10. In this section, we focus on the 

case in which scenario S1 actually occurs.  

To check the quality of various operating schedules generated from the different 

optimizations, we sum: 

 the renewable power production generated by the weather conditions 
forecasted by scenario S1, 

 the fuel-based generation while executing the operating schedule from the 
optimization 

 the power generated from the energy storage facility according to the 
operating schedule. 

This sum is defined as the total power supply to the grid. The accuracy of a plan is 

defined by how close the total power supply matches the total demand without going 

below it. The total power demand is simply the sum of the regular power consumption 

that we defined and the power needed to charge the battery according to the operating 

schedule. 

When we optimize an IHEG without energy storage over scenario S2 and scenario 

S1 occurs, the optimal plan is able to meet the demand during the majority of the time 

window. We see two shortfall periods around 2:30 p.m. and around 6:30 p.m. (see Figure 

41). 

 

Figure 41.  Power supply from optimization of an IHEG without energy storage over 
scenario S2  
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When we optimize an IHEG without energy storage over scenario S3 and scenario 

S1 occurs, the optimal plan fails by small quantity to meet demand at 1:00 a.m. for about 

one hour period, but it is successful for the rest of the time horizon (see Figure 42). 

 

Figure 42.  Power supply from optimization of an IHEG without energy storage over 
scenario S3  

When we test the plan from the optimization of an IHEG without energy storage 

over scenario S10 and scenario S1 occurs, the power supplied is very close to the 

demand. Yet, this plan fails many times to meet the demand. However, the shortfalls are 

very small. 

 
 

Figure 43.  Power supply from optimization of an IHEG without energy storage over 
scenario S10  
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Optimizing the IHEG without energy storage over a subset of scenarios (S2, S4, 

S6, S8, and S10) did not help to eliminate the shortfall seen with the S2 optimization plan 

as shown in Figure 44.  

 

Figure 44.  Power supply from optimization of an IHEG without energy storage over 
scenarios S2, S4, S6, S8, and S10 simultaneously  

Expanding the subset of the scenarios used in the optimization make it more 

costly to meet the demand reflected in the increased gap between the total supply curve 

and the total demand curve. Yet, the shortfall in the first few hours of model run still 

persists.  

 

Figure 45.  Power supply from optimization of an IHEG without energy storage over 
scenarios S2 through  S10 simultaneously  
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We discussed earlier in this chapter the possibility of optimizing over the average 

weather forecasts and over the average renewable power output. The plan from the 

former optimization method was successful to meet demand at all the time steps. 

However there is a considerable gap between the total power produced and the power 

needed that raises the operating cost. The latter type of optimization that uses the average 

of renewable power productions provided a total supply very close to the total demand 

even though it fails, by small amounts, to meet the demand in some time steps. The 

results given by the optimization over the average renewable power production are very 

interesting and insightful. We suggest further analysis before recommending it for grids 

that allow temporary small shortfalls in power supply. The same is true for the 

optimization over the average renewable power production: after further analysis, this 

efficient optimization model could be recommended to be considered for grids that are 

very sensitive to shortfalls in power supply. 

 

Figure 46.  Power supply from the optimization of an IHEG without energy storage 
over the average of wind forecast scenarios and over the average of 

renewable energy productions 

2. Summary of Tests over Different Scenarios 

Table 11 presents the total excess and shortage of energy production when we 

optimize over the different scenarios in the first column and we consider that scenarios in  
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the rows happen. We represent both shortage and excess of production, because we 

assume that the excess of power production in one time step cannot cancel out or reduce 

the shortage in another step.  

Table 11.   Total excess and shortage of energy production in kWh when one of the 
scenarios happens 

 

 

The excess in power production in the first time step was very important for all 

the plans because of the initial conditions about fuel-based generators that we set. We 

chose to not consider the excess of power production of the first time step and to not 

include it in the total. Also, note that we will not have shortage when we assume that the 
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scenario that we are optimizing over actually happens, but we still have some excess of 

production and that is because of the fact that the fuel-based generators cannot generate 

small power output. 

We can see from the optimization plans studied that the safest plan is provided by 

optimizing over the average wind forecasts. However, this plan is very costly and we 

have too much excess of power production. 

Ideally, one would run computational experiments over many forecast datasets in 

order to identify consistent trends in behavior. Due to time constraints we were unable to 

do this. However, future research may extend our work by running additional 

computational experiments. 

F. ROLLING HORIZON  

The focus of this thesis is to help an EMC find the optimal operating schedule not 

just over a limited time window but over long and continuous horizons. Unfortunately, 

weather predictions over long time horizons are highly uncertain. For this reason, we 

recommend solving the problem with time cascades; in other words, solve over a time 

window shorter than the problem horizon and advance the window for each successive 

solve. Additionally, overlapping the time windows helps to avoid end-of-horizon effects. 

The operating plan should be fixed before each window. In the following example the 

cascade window is 24 hours (48 time steps) and the advance is 12 hours. 

The goal of this part is to provide a concrete example of how the optimal schedule 

can change when we solve it with time cascades. The weather data used in this part 

comes from the same WRF weather forecasts data for the two locations cited before. The 

first set of forecasts started December 2, 2008 at midnight, while the updated forecast 

was available at the same day at noon. We will check how the optimal schedule for the 

second half of the day and the cost will change when we use time cascades with the 

updated weather forecasts. 
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Figure 47.  Schematic representation of optimization with time cascades 

1. IHEG without Energy Storage 

Figures 42, 43, and 44 represent respectively the initial, the first and the second 

set of updated wind forecasts. The initial weather forecast covers 24 hours starting from 

December 2, 2008 at midnight, while the first set of updated forecasts covers 24 hours 

starting from December 2, 2008 at noon. The second set of updated forecasts covers also 

24 hours, starting from December 3, 2008 at midnight.  

 
 

Figure 48.  Initial set of wind forecasts at location A  
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Figure 49.  First set of updated set of wind forecasts at location A from December 2, 
2008, at midnight to December 3, 2008, at midnight 

 

Figure 50.  Second set of updated wind forecasts at location A from December 2, 
2008, at midnight to December 3, 2008, at midnight 

The wind forecasted by the first set of updated forecasts is slightly different from 

the original forecasts. For instance, the wind predicted on December 2 between noon and 

02:00 p.m. by the updated forecast is higher than by the initial forecast set. This 

difference between the two predictions is reflected in the total operating cost and in the 

operating schedule. 

In fact, when just the initial set of forecasts is used, the minimum cost when 

optimizing over all scenarios is $2,308.36 and the initial operating schedule consists only 
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of using the diesel generator Gen1 and the gas generator Gen2. When we consider the 

first set of updated forecasts, the operating cost of the same time period becomes 

$2,195.75. The operating schedule changes as well; in some time periods, the smaller gas 

generator Gen3 is used in lieu of Gen2.   

 
 
 

Figure 51.  Optimal composition of the power supplied to the IHEG without energy 
storage when just the initial set of weather forecasts is considered  

 

 

Figure 52.  Optimal composition of the power supplied to the IHEG without energy 
storage when the first set of  updated weather forecasts is considered  
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Figure 53.  Optimal composition of the power supplied to the IHEG without energy 
storage when the second set of updated weather forecasts is considered  

The optimal plan does not change considerably after including the second set of 

updates because the wind speed forecasted by both sets of updates is very low; in fact, it 

is less than the cut-in speed of the wind turbines.  

2. IHEG with Energy Storage 

We noticed earlier that when optimizing an IHEG that includes energy storage, 

the optimal schedule will use up all the energy stored during the run and will not account 

for the future demand. This end-of-horizon effect can happen when optimizing over a 

limited time horizon. However, the rolling horizon approach can mitigate this effect and 

also help to reduce the effect of the initial conditions. 

The initial optimal plan for this configuration without weather forecast updates 

costs $2,205.16, and it does not involve the gas generator Gen3. When optimizing the 

operating plan using the new weather forecasts, the cost becomes $1,778.37, and the gas 

generator Gen3 is now used. 
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Figure 54.   Optimal composition of the power supplied to the IHEG without energy 
storage when just the initial set of weather forecasts is considered  

 

Figure 55.  Optimal composition of the power supplied to the IHEG with energy 
storage when the first set of updated weather forecasts is considered 

In this particular example, the operating cost is reduced after using the updated 

wind forecast because, as mentioned before, the second set of weather forecast predicts 

stronger wind than what it was predicted by the initial forecasts. Nonetheless, the main 

goal from the use of the rolling horizon technique is not to reduce the operating cost but 

to provide a more robust plan based on more accurate weather forecasts and to reduce the 

end of horizon effect. For example, when optimizing over just the first day, the battery 

was totally empty at the end of the time horizon. But, when we expand the optimization 

to include the first half of the second day, the battery contains 160 kWh (53% charge) at 

the end of the first day. The rolling horizon approach can be applied with the connected 

HEG in the same way and for the same reasons discussed in the IHEG analysis. 
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V. CONCLUSIONS AND FUTURE WORK 

A. CONCLUSIONS 

The integration of renewable energy sources in microgrids is now a cheap and 

promising alternative. Yet, it is hampered by the intermittency of the renewable power 

production. The goal of the thesis is to help the energy management center of an HEG to 

establish a robust and cost efficient operating plan. One of the strengths of the model 

established is its flexibility. The same model can be easily altered to include or eliminate 

a particular component like energy storage or to define the configuration of the grid 

modeled. This flexibility permits us to conduct diverse analyses and to explore how the 

optimal operating schedule and the minimum operating cost are affected by the presence 

or absence of a particular component or capability. 

In the analysis part of the thesis, we considered two different configurations of the 

HEG based on whether or not it is connected to the commercial electric grid. We 

analyzed each configuration with and without energy storage. In order to mitigate the 

uncertainty caused by the error in weather forecasts, we considered 10 different scenarios 

of weather forecasts.  The results of the optimization with respect to a single weather 

scenario were very different in terms of their optimal costs and optimal schedules. For 

instance, the minimum operating cost from optimizing the connected HEG without 

energy storage over the 10 different scenarios separately ranges between $142.15 and 

$1,952.95 for the same initial condition, the same power demand, and over the same time 

horizon.  In order to come up with a robust plan, we tested different approaches such as 

optimizing over all the scenarios or some subsets of them, optimizing over the average of 

weather forecasts, and optimizing over the average of renewable power productions. 

Based on the model assumptions and characteristics and the power demand used, 

we found that the integration of energy storage is more beneficial in the isolated 

configuration of the HEG. The gain from including energy storage was around 10% of 

the total operating cost regardless of the weather forecast. However, the energy storage 

capability did not have any significant economic advantage when included in the 
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connected HEG. It was more profitable to EMC to compensate the small shortfalls in 

power from the commercial grid than from energy stored in the battery.  

In the last part of the analysis, we focused on how the cost and the optimal plan 

would change when we run it over longer period with updates of weather forecast every 

12 hours. The rolling horizon method was used to minimize of the effect of the initial 

conditions, to minimize the end-of-horizon effect, and to provide a more robust plan 

using more accurate weather forecasts. Our study found that there were considerable 

differences in the optimal cost and plan depending on whether or not we include new 

weather updates.  

B. FUTURE WORK 

We suggest running the model for a few weeks using the rolling horizon 

technique in order to reach more consistent and robust conclusions, especially about the 

role of energy storage. It is better to use more frequent weather updates, especially given 

that this is within the capabilities of the WRF model.  

In the second part of the analysis that seeks to evaluate the quality of the 

suggested plan, we compared the power supplied that we will have after applying the 

optimization plan with the real observed weather conditions and the total power demand. 

Because of time limitations, we could not get the historic weather data but instead we 

used the weather forecasts from our scenarios in place of the observed data. The plan 

from the optimization over the average of wind forecasts was able to meet the demand at 

all the time steps. Nonetheless the other plans met very closely the power demand for a 

big portion of time and failed in few time steps with very small shortfalls. The plan from 

the optimization over the average renewable power productions was interesting in that the 

total power supplied was very close to the total demand, even though this plan fails to 

meet the demand in 8 time steps, but with power shortfalls less than 50 kW and a total 

deficit of energy of around 35 kWh. However, before solid conclusions can be reached, 

we recommend running similar computational experiments using additional weather 

forecast data. Moreover, we recommend evaluating the plan resulting from optimization 
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over all scenarios simultaneously, as this plan is guaranteed to be the most robust of the 

plans we considered.  

From the analysis of results done in Chapter IV, we noticed that some plans were 

cost efficient, but they failed to meet the demand in some time steps. An interesting 

variation to our model would be to allow it to fail to meet the demand for a limited 

number of time steps and with a tolerable amount of power shortfall. We now suggest a 

candidate formulation that accomplishes this. 

We need to define 2 sets of binary decision variables: 

 ,s kFAIL : equals 1 if the model fails to meet demand at time step k for weather 

scenario s an 0 otherwise. 

 sFAILSCEN : equals 1 if scenario s fails to meet demand at any time step k and 0 

otherwise. 

Also, we define three scalars: 

 M : the maximum tolerable power shortfall  

 nFails : maximum tolerable number of failures to meet demand for all scenarios and 
all time steps 

 nScenFails : maximum tolerable number of failures to meet demand during all time 
steps for each individual scenario. 
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 Equation 38 is derived from the original Equation 8; however, we now allow 

the model to not meet demand. 
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 Equation 39 can be used to limit the total number of shortfalls in power supply 

over all scenarios and all time steps. 

 Equation 40 can be used to limit the number of shortfalls per each scenario s. 

 Equation 41 can be used to limit the total number of shortfalls over all 

scenarios. 

Our model can help the EMC to establish a day-ahead plan that defines how the 

fuel-based generators and the battery should be run to minimize the cost. In some electric 

grids, there are some tasks that require considerable amounts of electricity and that can be 

temporary delayed. For example, in some military establishments, the charging of electric 

vehicles and the use of pumps to fill water cisterns are tasks that can be temporarily 

delayed. The time to execute such tasks can be defined as a new decision variable that the 

model can control. To minimize the total operating cost, the solver will decide when it is 

more cost efficient to execute those tasks.  

We analyzed in the thesis the uncertainty of the weather forecasts, but we 

considered a deterministic load. Based on the historic load data of the DLIFLC, we 

showed that the load had a consistent behavior. However, the load in some electric grids 

can differs considerably from one day to another. For that reason, we suggest that future 

research model the uncertainty of the load. 

The configuration of the model in terms of the number and characteristics of fuel-

based generators, energy storage units, wind turbines and PV panels was fixed during our 

analysis. However, our model could easily be modified so as to help design the optimal 

configuration. For example, one might allow the model to decide whether we really need 

to include energy storage, and if so, what is the appropriate storage capacity. 



 79

LIST OF REFERENCES 

[1]  “President Obama sets greenhouse gas emissions reduction target for federal 
operations.” (2011, Jan. 29). [Online]. Available: http://www.whitehouse.gov/the-
press-office/president-obama-sets-greenhouse-gas-emissions-reduction-target-
federal-operations 

[2] H. Lammer. (2013, Apr. 19). “National renewable energy laboratory.” [Online]. 
Available: http://www.nrel.gov/news/features/feature_detail.cfm 
/feature_id=2178 

[3] American Council on Renewable Energy. (2012, Jan.). “U.S. Department of 
Defense & renewable energy: An industry helping the military meet its strategic 
energy objectives.” Advanced Energy Economy. [Online]. Available: 
http://www.acore.org/wp-content/uploads/2012/01/DoD-Renewable-Energy-
Primer.pdf 

[4] “Executive Order 13423: Strengthening federal environmental energy and 
transportation management,” Federal Register, Part II, 2007, Jan. 26, 2007. 

[5] “Federal leadership in environmental energy and economic performance,” 
Federal Register, Oct. 8, 2009. 

[6] U. S. Energy Information Administration. “Annual energy review 2010,” Fig. 
1.11. U.S. Energy Inf. Admin., Washington, DC, Oct. 2011. 

[7] R. Trion, “$400 per gallon gas to drive debate over cost of war in Afghanistan,” 
The Hill, Oct. 16, 2009. [Online]. Available: 
http://thehill.com/homenews/administration/63407-400gallon-gas-another-cost-
of-war-in-afghanistan- 

[8] W. Matthews, “Bio Fleet: The Navy’s pursuit of an ambitious alternative energy 
program,” Jan. 15, 2012. [Online]. Available: http://www.nextgov.com/defense 
/2011/12/bio-fleet-the-navys-pursuit-of-an-ambitious-alternative-energy-
program/50380/ 

[9] R. Mabus, “Remarks at the Washington Energy Summit in Washington, D.C.,” 
Washington, Sept. 28, 2011. [Online]. Available: 
http://www.navy.mil/navydata/people/secnav/Mabus/Speech/WashingtonEnergyS
ummit28Sep11.pdf 

[10] PUBLIC LAW 109–364, Oct. 17, 2006. [Online]. Available: 
http://www.gpo.gov/fdsys/pkg/PLAW-109publ364/pdf/PLAW-109publ364.pdf. 



 80

[11] 95th Air Base Wing Public Affairs, “F-22 Raptor flown on synthetic biofuel,” 
Mar. 21, 2011. [Online]. Available: 
http://www.wpafb.af.mil/news/story.asp?id=123247856  

[12] U. S. Navy, “A Navy vision for the 21st Century,” Dept. of Defense, Washington, 
DC, Oct. 2010. [Online]. Available: 
http://greenfleet.dodlive.mil/files/2010/10/Navy-Energy-Vision-Oct-2010.pdf 

[13] D. Robyn, “Subcommittee on Federal Financial Management, Government 
Information,” in testimony before the Senate Homeland Security and 
Governmental Affairs Committee Subcommittee, Jan. 27, 2010. [Online]. 
Available: http://www.acq.osd.mil/ie/download/robyn_testimony_27jan10.pdf 

[14] S. Karbuz, “DOD releases energy consumption report for 2010,” Oilprice.com. 
Sep. 02, 2011. [Online]. Available: Available: http://oilprice.com/Energy/Energy-
General/DOD-Releases-Energy-Consumption-Report-For-2010.html. 

[15] S. Chapman, “12 important things to know about wind farms, health and nocebo 
effects,” Jul. 29, 2013. [Online]. Available: 
http://kirbymtn.blogspot.com/2013/07/12-important-things-to-know-about-
wind.html 

[16] Global Wind Energy Council, “Global wind report: Annual market update 2012,” 
GWEC, Brussels, Belgium, 2012. [Online]. Available: http://www.gwec.net/wp-
content/uploads/2012/06/Annual_report_2012_LowRes.pdf 

[17] American Wind Energy Association, “Wind 101: The basics of wind energy,” 
2013. [Online]. Available: http://www.awea.org/Resources 
/Content.aspx?ItemNumber=900 

[18] Global Wind Energy Council. “Global Annual Installed Wind Capacity 
1996‒2012,” GWEC, Brussels, Belgium, 2013. [Online]. Available: 
http://www.gwec.net/wp-content/uploads/2012/06/Global-Annual-Installed-
Wind-Capacity-1996-2012.jpg 

[19] T. McMahan, J. McKinsey, and S. Hilton, “Energy law alert: Department of 
Defense issues report on effect of windmills on radar,” STOEL, Oct. 19, 2006. 
[Online]. Available: Available: http://www.stoel.com/showalert.aspx?Show=2310 

[20] R. Robichaud, “Wind, radar & FAA,” 2010 . [Online]. Available: 
http://wind.nrel.gov/public/Robi/BLM/02_Wednesday/0204_Robichaud_RADAR
.pdf 

[21] M. Brenner, “Wind farms and radar,” MITRE Corp., McLean, VA, Jan. 2008. 
[Online]. Available: http://www.fas.org/irp/agency/dod/jason/wind.pdf 

 



 81

[22] J. Croft, “U.S. finishes wind turbine radar interference trials,” Aviation Week, 
May 20, 2013. [Online]. Available: 
http://www.aviationweek.com/Article.aspx?id=/articlexml/asd_05_20_2013_p04-
01-580136.xml 

[23] Office of the Assistant Secretary of Defense, “DoD announces renewable energy 
project review results,” Jul. 14, 2011. [Online]. Available: 
http://www.defense.gov/releases/release.aspx?releaseid=14653 

[24] Z. Shahan, “Solar subsidies article in Wall Street Journal misses the beat,” Cost of 
solar.com .[Online]. Available: http://costofsolar.com/wsj-article-on-solar-
subsidies-misses-the-beat/ 

[25] Z. Shahan, “Cost of solar power 60% lower than early 2011 in U.S.,” 
CleanTechnica.com, September 2013. [Online]. Available: 
http://cleantechnica.com/2013/09/19/cost-solar-power-60-lower-early-2011-us/ 

[26] U.S. Department of Energy, “Electric power monthly with data for September 
2013,” Washington, DC, November 2013. [Online]. Available: 
http://www.eia.gov/electricity/monthly/pdf/epm.pdf 

[27] U.S. Energy Information Administration, “U.S. monthly solar power generation,” 
Aug. 2013. [Online]. Available: http://en.wikipedia.org/wiki 
/File:US_Monthly_Solar_Power_Generation.svg 

[28] T. Bolger, “These 5 Department of Defense solar energy projects will forever 
change what fules American’s military,” CleanTechnica.com, October 2013. 
[Online.] Available:  http://cleantechnica.com/2013/10/01/5-department-defense-
solar-energy-projects-will-forever-change-fuels-americas 
military/?utm_source=feedburner&utm_medium=feed&utm_campaign=Feed%3
A+IM-cleantechnica+%28CleanTechnica%29   

[29] C. Schoppe, “Wind and pumped-hydro power storage: Determining optimal 
commitment policies with knowledge gradient non-parametric estimation,” June 
2010. [Online]. Available: http://www.castlelab.princeton.edu/theses 
/Schoppe_C_ThesisApril2010.pdf 

[30] T. Tyler, “Solar-wind hybrid power plants approximately twice as efficient,” 
CleanTechnica.com, May 1, 2013. [Online]. Available: 
http://cleantechnica.com/2013/05/01/solar-wind-hybrid-power-plants-
approximately-twice-as-efficient/. 

[31] T. Das, V. Krishnan, Y., G. Yang, and J. D. McCalley, “Compressed air energy 
storage: State space modeling and performance analysis,” in Proc. IEEE Power 
and Energy Society General Meeting, 2011, pp. 1‒8. 



 82

[32] J. Channell, H. R. Jansen, A. R. Syme, S. Savvantidou, E. L. Morse, and A. Yuen, 
“Energy Darwinism: The evolution of the energy industry,” Citi GPS, Oct. 2013. 
[Online]. Available: http://qualenergia.it/sites/default/files/articolo-doc/OKO7.pdf 

[33] G. Parkinson, “Why the hot money is chasing energy storage,” 
CleanTechnica.com, October 2013. [Online]. Available: 
http://cleantechnica.com/2013/10/07/hot-money-chasing-energy-storage/ 

[34] P. Lombardi, T. Sokolnikova, K.V. Suslov and Z. Styczynski, “Optimal storage 
capacity within an autonomous micro grid with a high penetration of renewable 
energy souces,” 2012 3rd IEEE PES Innovative Smart Grid Technologies Europe 
(ISGT Europe), Berlin  

[35] E. Handschin, F. Neise, H. Neumann and R. Schutz, “Optimal Operation of 
Dispersed Generation under Uncertainty using Mathematical Programming,” 
Germany: Elsevier Science, 2006. 

[36] M.C. Alexiadis, P. S. Dokopoulos, H. S. Sahsamanoglou and I. M. Manousaridis, 
“Short-term Forecasting of Wind Speed and Related Electrical Power,” Greece: 
Elsevier Science, 1998. 

[37] A. Sobu and G. Wu, “Optimal operation planning method for isolated micro grid 
considering uncertainties of renewable power generations and load demand,” 
IEEE PES Innovative Smart Grid TechnologiesAsia (ISGT ASIA) IEEE, Sendai, 
Japan, 2012. 

[38] J. Kennedy, R. C. Eberhart, “Particle swarm optimization,” in IEEE International   
Conference on Neural Networks, 2011. Proceedings, pp. 1942–1948, vol.4.  

 [39] Y. Hayashi, H. Miyamoto, J. Matsuki, T. Iizuka and H. Azuma, “Online 
optimization method for operation of generators in a micro grid,” IEEJ 
Transactions on Power and Energy, vol. 128, no. 2, pp. 388–396, Japan, 2008. 

[40] T. Ting, M. Rao and C. Loo, “A novel approach for unit commitment problem via 
an effective hybrid particle swarm optimization,” IEEE Transactions on Power 
Systems, vol. 21, Japan, February 2006 

[41] M. Bansal, R. P. Saini and D. K. Khatod, “Evolutionary algorithm based optimal 
scheduling of wind/diesel/battery based off grid system,” 2012 7th IEEE 
International Conference on Industrial and Information Systems (ICIIS),  
Roorkee, India, August 2012. 

[42] M. Eghbal, T. Kumar Saha and N. Mahmoudi-Kohan, “Utilizing demand 
response programs in day ahead generation scheduling for micro-grids with 
renewable sources,”  2011 IEEE PES Innovative Smart Grid Technologies Asia 
(ISGT), November 2011. 



 83

[43] H. Aalami, M. P. Moghadam and G. R. Yosefi, “Modeling and priotitizing 
demand response programs in power markets,” Electrical Power Systems 
Research, pp. 426–435, 2010. 

[44] L. Chen and Y. Liu, “Scheduling strategy of hybrid wind-photovoltaic-hydro 
power generation system,” International Conference on Sustainable Power 
Generation and Supply (SUPERGEN) , Hangshou  China, September 2012. 

[45] C. J. Chen, Physics of Solar Energy. Hoboken, NJ: John Wiley & Sons, 2011. 

[46] GELEC, “Comment choisir son groupe?” [How to choose a generator?][Online]. 
Available: http://www.groupeselectrogenes.fr/4--comment-choisir-son-
groupe.html. 

[47] A. Parisio and L. Glielmo, “A mixed integer linear formulation for microgrid 
economic scheduling,” IEEE International Conference on Smart Grid 
Communications (SmartGridComm), pp 505–510 , Piazza Roma, October 2011. 

[48] A. Gupta, R. P. Saini and M. P. Sharma, “Modeling of hybrid energy system,” 

Renewable Energy, vol. 36, no. 2, pp. 459–465, February 2011. 

[49] J. Gangemi, “Selling power back to the grid,” Businessweek, Jul. 5, 2006. 
[Online]. Available: http://www.businessweek.com/stories/2006-07-05/selling-
power-back-to-the-grid 

[50] L. Wilson, “The average price of electricity, country by country,” Sep. 25, 2013. 
[Online]. Available: http://theenergycollective.com/lindsay-
wilson/279126/average-electricity-prices-around-world-kwh  



 84

THIS PAGE INTENTIONALLY LEFT BLANK  



 85

INITIAL DISTRIBUTION LIST 

1. Defense Technical Information Center 
 Ft. Belvoir, Virginia 
 
2. Dudley Knox Library 
 Naval Postgraduate School 
 Monterey, California 
 


